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基于社会化标签系统的个性化信息推荐探讨
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1摘要 2针对用户个人特征并向其提供准确恰当信息的个性化信息推荐研究,一直是学术界和产业界所关注的热

点。结合后控词表,对用户分散的、个性化的标注进行处理,并将用户兴趣用向量表示,然后借鉴协同过滤算法的

思想,寻找出相似用户集及其内部的资源集。在此基础上,采用相对匹配策略, 提出一种基于社会化标签系统的

个性化推荐方法。
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1Abstract2 Research on how to prov ide accurate and appropr iate recomm enda tions based on use r profile has a lw ays been a hot spo t.

Com bining the hand ling of controlled vocabu la ry, th is paper seeks to dealw ith users. d iscre te and pe rsonalized tags. F irstly, it expres-

ses the user interest as a user interests vec to r, then finds sim ilar users and the resources, and draw s on the collaborative filter ing a lgo-

rithm s. On th is basis, by consu lting the re lative m atch ing m ethod, the paper presents a persona lized recomm endation m ethod wh ich

based on the soc ial tagg ing system.
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  社会化标注是 W eb2. 0思想中的一种主要应用,

它使用户可以自由地对互联网信息进行标注, 从而反

映出用户的兴趣和认知偏好。如果将这些联结信息资

源和用户的社会化标签运用到个性化推荐系统中去,

既简单易行, 又能够使信息提供者比较准确地了解用

户的需求并有针对性地进行信息推荐,从而大大满足

用户的个性化需求。一些论文对此已做了较深入的研

究,并提出了许多相关的推荐算法
[ 1- 3]
。

1 个性化信息推荐

  个性化信息服务是随着互联网发展而产生的新型

信息服务,是一种根据用户的信息需求、兴趣或行为模

式,将用户感兴趣的信息、产品和服务推荐给用户的个

性化信息服务模式, 是以 /用户为中心 0的服务原则在

网络环境下的具体体现。对于个性化信息服务的概

念,目前业界存在多种解释, 并没有出现统一的定义。

但任何一种解释都体现了个性化信息服务 /以用户为

中心 0的原则:服务时空的个性化和服务方式的个性

化、服务内容的个性化。

  个性化信息推荐服务中的关键点包括:用户兴趣

的获取,用户兴趣与信息类别的匹配。目前,用户个人

数据的获取主要分为两种方式:即显式的手工输入用

户个性化特征和隐式的通过 W eb挖掘来跟踪用户的

行为,自动获取用户的个性化特征
[ 4]
。在获取了用户

兴趣之后,我们需要对此建立一个模型,以方便将用户

兴趣与资源类别对应起来。用户模型是指对用户的个

人兴趣建立的模型, 也称为 /用户兴趣模型 0。相应

地, W eb文档模型是对文档内容的抽象描述, 在

W eb2. 0中不仅有文档内容,还包括音频视频等多种形

式,我们暂且称其为资源模型。最后通过将用户模型

与资源内容进行匹配,进行个性化信息的推荐。

2 社会化标签

  社会化标注是一种以人为本的、灵活的组织和管

理在线信息、进行网络信息分类的方式。大众分类更

近乎个人的知识体系,它的使用以个人的感性逻辑 (个
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人知识、情感、意志、记忆、素养等等的综合反映 )为线

索,以个人所需信息的汇集、梳理和查询为目的, 以个

人的经验为基础。它不同于传统的、针对文件本身的

关键字检索,而是一种模糊化、智能化的分类。我们可

以为每篇日志、每个帖子或者每张图片、每个视频,甚

至我们认为需要或可以添加标签 ( T ag)的任何网络信

息资源都添加一个或多个 Tag。Tag体现了群体的力

量, 使得内容之间的相关性和用户之间的交互性大大

增强
[ 5]
。网络用户可以通过添加多个 Tag为网络资源

分类,也可以通过搜索某一个或几个 Tag标签发现其

它用户具有相同标签的资源。

3 协同过滤算法

  协同过滤技术也称为面向用户 ( user- based) 的

技术,它的基本原理是利用用户访问行为的相似性来

互相推荐用户可能感兴趣的资源,即协同过滤技术通

过分析历史数据,生成与当前用户行为兴趣最相近的

用户集,将他们最感兴趣的项作为当前用户的推荐结

果。基于协同过滤技术的推荐过程可分为 3个阶段:

数据表述、发现最近邻居、产生推荐数据集
[ 6]
。

4 基于社会化标签的信息推荐算法

  算法: ¹ 将用户兴趣用向量表示; º 进行不同用

户兴趣向量之间的相互比较,找出相似用户集。在这

个步骤中会借用协同过滤技术中的部分概念; » 在这

个用户集内部寻找他们最感兴趣的文档或资源,形成

一个相似用户集内部的资源集; ¼将资源集中的每项

资源分别用向量表示; ½ 将某个用户的兴趣向量与每

项资源的向量比较,比较结果按从大到小顺序排列,前

n项即可作为推荐的资源。

  算法解释:

  第 ¹ 步: 用户兴趣的向量表示。以特征项 (包括

字、词或短语 )作为用户兴趣模型的表示单位, 在此处

的计算中使用 Tag用词。一个用户兴趣模型可以表示

为一个向量: p( t1w1, t2w2, ,, tnw n ) ,简记为 p( w 1, w2,

,, w n ),向量的维数是特征项的个数 n,每个分量的值

w i是特征项 ti在用户所有标注中出现的频率, 即某个

Tag在用户所有标注中出现过的次数,用于权衡特征

项的重要程度,所以又称为特征项的权重。目前有多

种加权方法, 本文使用 TF- IUF加权方案。 IUF ( in-

verse user frequency )方法来源于著名的 IDF ( inverse

docum ent frequency)加权方法
[7]
。 IDF定义为 log ( Y /

y) ,其中 Y是文档集中的文档数, y是包含某一词的文

档数。这样,包含这个词的文档个数越少, id f的值就

越大,如果文档集中的每一个文档都包含这个词,那么

id f的值为 0。这表达了一种常识意义上的直觉, 如果

一个词出现在文档集的每一个文档中,那么这个词在

从文档集中区分出该文档时几乎不起任何作用。U ser

- tf是某一词在某一文档中出现的频率, 因此, tf是关

于文档的统计数据,它因文档的不同而异, 其作用是试

图度量该词在文档中的重要性。相反, id f是全局统计

数据,它度量了该词在整个文档集中分布的广泛性
[ 8]
。

对应的, TF- IUF( terms frequency- inverse user frequen-

cy)方法在对比用户偏好的时候降低了热门 tag的权

重,因为这些热门的 tag在比较用户相似程度时的效果

不如一般的 tag。

  权重的计算运用 TF- IUF公式:

ui ( t, p) = tfi* iuf= tfi* log(N /ni+ 0. 01) ( 1)

  其中 tfi为标签 ti在当前用户所有标注中出现的

次数,称为项频, N为全部用户集合 U中的用户总数,

n i为 U中使用过标签 ti的用户数。这个公式的核心思

想是一个词被一个用户使用的频率越高,而被其他用

户使用的频率越低, 则该词对用户兴趣的区分能力越

强,故其权重也越大
[ 9]
。事实上,如果一个用户经常使

用某个词语作为 Tag,说明他对这个方面的兴趣是相对

更加强烈的,持续时间也更长, 同时, 这个 Tag越冷门

则越能体现这个用户兴趣的特殊性, 因此对这种词汇

的权重更需要加强。

  第 º步:基于用户兴趣向量的相似兴趣用户确定。

关于用户之间的相似性计算,常用的有 Pearson相关度

( correlat ion)计算方法和目前常用的余弦相似度计算

方法。本文采用余弦相似度的计算方法来比较用户兴

趣模型,计算用户兴趣的相似度,寻找最近邻居集。两

个用户 user1 和 user2被看作是向量空间中的两个向

量, 可以通过计算两个向量的夹角的余弦来衡量相互

之间的相似度,夹角越小,相似度越高。

  例如将某用户的用户兴趣转化为向量 p,另一用户

的用户兴趣转化为向量 r,则通过下面的公式进行计算:

S tm ilarity( p, r) = cos( p, r) = E
n

k= 1
uk E

n

k= 1
gk E

n

k= 1
uk

2 E
n

k= 1
g
2

k

( 2 )

  其中 Uk, gk分别为用户兴趣向量 p和用户兴趣向

量 r的第 k个特征项的权重, smi ilarity值越大表明二者

内容越相近,设定一个阈值 H, 当 smi ilarity> H时, p就
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被添加进 r的相似用户集
[ 9]
。

  第 »步: 基于相似兴趣用户的资源集确定。确定

基于相似兴趣用户的资源, 就是已经找到相似用户集

的情况下,确定这部分用户共同关注的资源。在这步

里不考虑 Tag的作用, 直接找出相似用户浏览或发布

的资源,在准备好这些资源之后,再在算法第 ½步里根

据 Tag判定每篇资源与用户兴趣的相似性。

  本文选取相似兴趣用户发布过的资源作为基于相

似兴趣用户的资源集。

  第¼步: 基于相似用户的资源的向量化。这步处

理过程与第一步是相似的。先将资源被标注的 Tag经

过后控词表处理,然后按顺序排列。一篇资源可以表

示为一个向量: d ( t1w1, t2w 2, ,, tnw n ) ,简记为 d ( w1,

w 2, ,, wn ),向量的维数是特征项的个数 n,每个分量

的值 w i是特征项 ti在文资源中出现的频率。权重 w i

的计算运用 TF- IDF公式:

w i ( t, d) = tfi* idf= tfi* log ( Y / yi+ 0. 01) ( 3)

  其中 tfi为词 ti在资源 d中出现的次数, id f为反向

文档频率, Y为资源集中的资源总数, yi为资源集中出

现特征项 ti的资源数。

  第 ½步: 用户兴趣向量与资源向量的比较。考虑

到用户的兴趣也是不断变化的,近期的偏好应该更被

重视。因此将用户添加的 Tag按时间顺序分配权重,

对每一项 ui乘以一个与时间相关的系数,这个系数是

根据时间远近变化的。对于反复出现过的 Tag,就根据

最近一次标注的时间来确定时间系数。例如将最近标

注的 100个 Tag的权重系数设为 a1, 前 100- 200个

Tag的权重系数设为 a2, a1 > a2 > a3 > , an以此类推,

直至最近的 1 000个 Tag。这样就对用户最近标注的

Tag给与更多的重视,使用户兴趣模型可以随用户兴

趣的变化而变化。原先的用户兴趣模型即变为 P.

( uc1, uc2, ,, ucn )。

  这样通过计算两个向量的相似度就可以判断文档

和用户兴趣的匹配程度。相似度计算多采用余弦公式:

S im ilarity( d, pc) = co s( d, pc) = E
n

k= 1
wk E

n

k= 1
uck E

w

k= 1
w

k

2 E
n

k= 1
uc2

k

( 4)

  其中 w k、uck分别为资源向量 d和用户兴趣向量 pc

的第 k个特征项的权重, smi ilarity值越大表明两者内

容越相近,设定一个阈值 B, 当 smi ilarity > B时就可以

将资源推荐给用户了, 或者直接选取排名最前的 n项

资源进行推荐。

  对于没有足够线索发现用户喜好的情况 (例如新

用户,或标注的 Tag数量过少的用户 ) ,根据公共兴趣

进行推荐。即默认当前用户的兴趣是符合大多数人的

看法的,按照最热门的 Tag进行推荐,取最热门的若干

Tag当作用户的标注,依照以上方法进行推荐。

5 实证分析

511 实验方法
  实验数据集取自豆瓣站点 ( www. douban. com ) ,

该站点是一家 W eb2. 0网站, 用户可以自由发表有关

书籍、电影、音乐的评论, 可以搜索别人的推荐。所有

的内容、分类、筛选、排序都由用户产生和决定,甚至在

豆瓣主页出现的内容上也取决于用户的选择。截至到

2008年底,该站点的用户已经超过 300万人。我们通

过对于豆瓣网站结构的分析,得到了豆瓣的用户列表,

利用 htm lparser工具解析出用户的独立 id,然后通过豆

瓣公开的 API,以用户为参数, 对用户所收集的书籍的

标签进行获取,从该站点得到实验数据集 (包括 64 091

个用户和其标签过的图书 )。

  由于原始数据包含较多的噪音信息,无法直接使

用,所以做了一些简单的前期处理, 包括: ¹剔除 Tag

数少于 5个的用户 (信息量太少 ) ; º对 Tag进行排序,

得出 Tag使用的频率, 剔除拥有 80%热门 Tag的用户

(信息量太大众化, 影响向量空间内分布 ) ; » 将用户

标注的所有 Tag写入一个临时词表,再将这个临时词

表与后控词表进行比照。后控词表中包含了图书的书

名及其相关译名、作者、语言种类、图书分类以及近义

词同义词词典。按写入顺序抽取临时词表中的词,将

其与受控词一一比较,若该词与受控词一致,则直接使

用,否则将其转化为后控词表中对应的受控词,如使得

/人工智能 0、/人智 0、/ AI0等标签能统一表示为 /人工

智能 0,达到降低向量维度的效果。最后, 用经过处理

之后的实验数据集进行实验。

  目前,学术界还没有关于推荐系统效果的标准评

价方法,已有的评价方法多为借鉴信息检索领域或文

本分类等其他领域的评价方法。

  本文根据实验过程中某测试用户的相似兴趣用户

在实验数据集中的发布过的资源为其计算 Top- N推

荐资源,如果 Top- N推荐资源中某个资源 i出现在该

测试用户的访问记录里,则表示生成了一个正确推荐。

同时,我们用信息检索领域中评估系统效果的准确率

( Precision)标准作为我们的算法推荐精度的标准: P re-

cis ion = H its /N,其中, H its表示算法产生的正确推荐
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数, N表示算法生成的推荐总数。

  分别以用户 3310712和用户 3277978为例, 我们

首先读入用户 3301712的 Tag文本,把该用户兴趣用

向量表示,建立数组存储该用户兴趣向量; 然后选取用

户群体,计算该群体内用户兴趣向量之间的相似度,寻

找相应的邻居集;再通过豆瓣的 AP I获得相似兴趣用

户的资源,得到该相似用户集的资源集合, 将资源向量

化,进行聚类;最后通过将用户 3310712的兴趣向量与

相似兴趣用户群体资源向量进行比较得出排名。

  对用户 3310712的推荐资源取其前 10项得到结

果,如表 1所示:

表 1 用户 3310712推荐资源与访问记录

T op- 10推荐资源 ( ID) 用户 3310712访问记录

1125731 no

1669898 no

2245914 yes

1463192 no

1766573 no

1054962 yes

1016976 yes

1439100 yes

1396300 no

1041638 yes

  则推荐系统对用户 3310712的推荐精度可表示为

P recision = 5 /10= 50%。

  类似的,对用户 3277978的推荐资源取其前 15项

得到结果如表 2所示:

表 2 用户 3277978推荐资源与访问记录

T op- 15推荐资源 ( ID) 用户 3277078访问记录

Bettyww yes

2268878 no

2644930 no

x iachufang no

sunny_bear no

ily ly y es

2982692 yes

2429205 yes

1790723 no

1873321 no

3375107 yes

susanfransisco no

lam iana iai y es

2997198 no

3401490 yes

  则推荐系统对用户 3277978的推荐精度可表示

为: P recision = 7 /15= 46. 7%。

512 结果及分析
  根据用户在实验数据集中发布过的资源对测试用

户进行推荐后,统计对 200名用户的推荐精确度,得到

如图 1所示的用户推荐精确度曲线图。

  图 1中横轴为用户,纵轴为推荐算法对该用户的

图 1 用户推荐精确度曲线图

推荐精度。由图可以看出本文所提出的算法对用户个

性化信息推荐的精度大约为 50%。

  由于豆瓣的用户的兴趣较为广泛,用户对于同一

图书的标识各有所爱,标签的离散性较大, 而且受到受

控词表技术支持的限制, 导致用户向量产生了偏差。

下一步工作将继续加强完善受控词表,对于此部分问

题进行处理,化简向量维度,以达到更好的推荐效果。

6 结  语

  本文介绍了一种在社会化标签系统下进行信息推

荐的方法。它首先充分利用了 Tag标签能够反映用户

偏好的特点, 选取用户自由标注的标签作为个性化推

荐的依据;然后采用后控词表对标签进行预处理,克服

了社会化标签缺乏一致性的缺点;最后借鉴协同过滤

算法的思想, 通过相似用户所标注的资源进行个性化

推荐,并提出在计算用户兴趣向量过程中用赋予不同

权重的方法减轻用户兴趣随时间变化造成的影响。

  在今后的研究中,我们一方面要继续对标签预处

理的方式进行改进,将标签与用户浏览、检索行为结合

起来,更深层次探索了解用户心理; 另一方面,文中采

用的协同过滤算法还存在部分不完善之处,如用户群

的划分不准确、冷启动等问题,我们将更多参考传统推

荐算法中的相关做法,改进用户模型的构建方法。
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  借阅模块中, Spring在 web. xm l中配置一个应用

上下文文件和一个 Servlet。在应用上下文文件中,配

置持久层的定义。持久层的定义包括 Readers. hbm.

xm l和 Books. hbm. xm ,l通过这两个 xm l文件, R eaders.

java, Books. java类分别与数据库中的 Readers, Books关

系表对应。

4 OSBC整合框架优势分析

  第一,三个框架均为开源框架,有丰富的文档和开

发背景,非开源框架无法比拟;且基于这种架构的 J2EE

应用是基于模块的,利于系统业务的重用和改动。

  第二, S truts框架和 H ibernate框架都实现了很明

确的层概念,能达到层次之间低耦合,便于实现系统的

大规模开发、管理和维护。原有编码过程中,业务逻辑

层常被忽略, 业务处理的代码经常出现在表示层或持

久层中, 这将导致程序代码的紧密耦合, 难以维护。

OSBC引入 Spring开源框架来专门管理业务逻辑层,利

用 AOP思想,集中处理业务逻辑,减少重复代码。

  第三,设计思想清晰。Struts可以很好地把业务逻辑

和表示层分离; Spring为H ibernate提供良好的事务支持,

通过封装H ibernate Session、事务管理,利用 AOP的m ethod

interceptor或者 Java代码层面显式的 template包装类,透

明地创建和绑定 Session到当前的线程; H ibernate通过对

象关系映射,把面向对象的设计与关系数据库联系起来。

  第四,采用延时注入思想组装代码。利用 Spring

的 IoC代替以往开发中使用的工厂模式 ( Factory) ,将

类之间的依赖关系转移到外部的配置文件中, 进行延

时注入,组装代码,提高系统的扩展性、灵活性,实现插

件式编程。

5 结  语

  本文通过整合轻量级的开源框架 Struts、Spring和

H ibernate,分析各个环节的关键技术和实现问题,对应

用程序分层解耦, 构建高质量 J2EE应用架构, 不仅最

大化使用了资源,也使得图书借阅系统开发简洁、结构

清晰,具有良好的稳定性和重复性。

  OSBC的图书借阅和审批子系统已经程序实现,在

学校图书馆使用且运行稳定,运行界面如图 2所示:

图 2 图书借阅系统运行界面

  项目组根据开源框架特点,挑选具有代表性的页

面,给出相应接口说明,让馆员和学生在参考模块源代

码的基础上,自行设计页面, 替换原有页面, 充分展现

系统可扩展性和可维护性。在今后的工作中,项目组

将继续完善系统其他功能,在学校图书馆中推广使用。
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